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AI Alignment and Deception: A 
Primer  
 

This primer provides an overview of core concepts and empirical results on AI alignment 
and deception as of the time of writing. This primer is not meant to serve as a 
comprehensive overview of all relevant AI safety and governance issues. Instead, it will 
focus narrowly on key concepts and results related to the risk of humanity losing 
control over advanced AI systems (“loss of control risks”). For material related to 
other risks such as malfunctions and malicious use refer to provided external reference 
material.1 

 

In line with other international scientific consensus documents, such as the International 
Scientific Report on the Safety of Advanced AI and the Singapore Consensus on AI, this 
primer focuses on general-purpose AI systems, defined as “systems that can perform or 
can be adapted to perform a wide range of tasks. This includes language models that 
produce text (e.g. chat systems) as well as ‘multimodal’ models which can work with 
multiple types of data, often including text, images, video, audio, and robotic actions. 
Importantly, it includes general-purpose agents — systems that autonomously act and 
plan to accomplish complex tasks, for example by controlling computers.2 

 

Within the broader range of practices that developers of general-purpose AI systems 
adopt to mitigate loss of control risks, the primer focuses on one core solution to these 
risks – alignment. Alignment refers to a broad research direction focused on ensuring that 
an AI system follows a set of preferences or values. The first section of the primer 
explores existing approaches to alignment and where they fall short. The second section 
focuses on increasing empirical evidence for deception in AI systems, a key risk factor 
that increases loss of control risks from AI systems that are misaligned (following values 
that no one intends). The primer concludes with a list of active research directions which 
may mitigate loss of control risks arising from deceptive, misaligned AI systems.  

 

https://www.gov.uk/government/publications/international-ai-safety-report-2025
https://www.gov.uk/government/publications/international-ai-safety-report-2025
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This primer provides background context and supplementary explanation for the IDAIS-
Shanghai Consensus Statement, specifically its call to “ensure the alignment and human 
control of advanced AI systems” and its emphasis that “some AI systems today already 
demonstrate the capability and propensity to undermine their creators’ safety and control 
measures.” The primer highlights that no combination of methods available today can 
provide high certainty against misalignment and deception nor against loss of control over 
future AI systems. To seize AI’s unprecedented opportunities and avoid catastrophic 
harm, companies, governments, and societies need to develop greatly improved 
safeguards and ensure that they are deployed in time. 

 

  

https://idais.ai/dialogue/idais-shanghai/
https://idais.ai/dialogue/idais-shanghai/
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Alignment: Current Approaches and Challenges 
 

AI Alignment, as a field, aims to make AI systems use their capabilities in line with 
a targeted set of preferences or values. In current practice, AI behaviour is generally 
aligned through two main approaches: 

 

1. Imitation Learning: Exemplified by supervised fine-tuning and behaviour cloning, 
imitation learning enables AI systems to directly learn from human expert 
behaviour. It is often the first step in aligning pretrained models with established 
preferences or values. 
 

2. Reinforcement Learning: By assigning preferences to AI outputs or actions through 
a predefined reward function, reinforcement learning guides models to adjust 
toward more satisfactory outcomes. Compared with imitation learning, 
reinforcement learning–based alignment produces more generalized behaviours 
and is one of the most important alignment strategies in use today. 

 

Common alignment approaches based on reinforcement learning include Reinforcement 
Learning from Human Feedback (RLHF), where AI is trained to produce outputs rated 
highly by human evaluators, thereby aligning behaviour with human preferences, and 
Reinforcement Learning from AI Feedback, where another AI system evaluates the output, 
reducing the reliance on direct human input.3  

 
Beyond aligning AI systems with the intent of their operators, which has not been fully 
achieved, there is also growing interest in aligning AI systems with the values of diverse 
human groups and making the alignment process more participatory and inclusive of the 
broader public.4; 5  

 

Yet even the foundational goal of reliably aligning AI with any operator’s intent 
remains unsolved, posing a risk of loss of control. One major challenge is reward 
misspecification – the difficulty of assigning rewards that truly reflect human preferences. 
Poorly specified rewards can lead to specification gaming, where AI systems maximize 
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the misspecified reward in unintended ways, often producing outcomes contrary to human 
intentions.6 For instance, training for truthfulness based on human ratings can backfire: 
users often prefer answers that sound right, even if they are false, incentivizing AI systems 
to produce convincing but incorrect responses like fake citations.7 In some cases, AI 
systems have gone further by engaging in reward tampering—controlling and changing 
their own reward functions such that it is easier for them to achieve high rewards.8  

 

Another challenge is goal misgeneralisation which arises when an AI system learns the 
behaviour that earns reward during training but internalizes goals that diverge from those 
its developers intended.9 This happens because the training data often supports multiple 
plausible interpretations of the reward signal. For instance, one study found that an AI 
system trained to reject bomb-making requests would nonetheless explain how to build 
bombs if the same request is phrased in an unfamiliar format, such as Morse code.10 
Unlike specification gaming, the fault is not ill-chosen rewards but the ambiguity about 
what the rewards mean.  

 

Emerging evidence suggests that today’s most widely used AI systems may indeed 
possess deeply concerning misaligned goals: in one experiment, a widely used AI 
system attempted to sabotage its own shutdown system to avoid being turned off, even 
after being instructed to allow shutdown.11 In another case, when losing a chess game, 
an AI system did not accept defeat: it manipulated the game environment and disabled 
its opponent to make itself win instead.12 

 

Finally, a concerning property is that malicious actors can easily undo alignment: 
safeguards can easily be removed with additional training,13; 14 even accidentally. 15; 16  

Moreover, special prompts called jailbreaks can induce even leading safety-aligned 
models to output harmful information,17 including models with additional state-of-the-art 
guardrails.18 This implies that even actors with limited resources can prompt or fine-tune 
an aligned model to help with harmful tasks, such as conducting biological and cyber-
attacks. 

 

The challenge of evaluating AI systems’ behaviour during training is becoming 
more difficult as AI systems take on increasingly specialized and long-duration 
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tasks that are infeasible for humans to check directly. To address this, researchers 
are investigating scalable oversight techniques. Some techniques aim to help humans 
give better feedback on complex tasks, such as breaking hard tasks into smaller steps,19 
or having AIs debate each other for human judges.20 Other techniques leverage weaker 
AI systems to supervise stronger ones,21 or train AIs to follow safety policies when 
deciding what to do.22 

 

AI developers acknowledge that they do not know how to avoid losing control of 
superhuman AI systems they aim to build. Early evidence suggests that as AI systems 
increasingly outperform their overseer, existing oversight methods may become less 
reliable. 23  Some leading frontier AI developers acknowledge that we currently lack 
reliable methods for steering potentially superhuman systems and ensuring they remain 
under human control, hoping that advanced AI systems will one day develop and 
implement such solutions themselves.24 
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AI Systems’ Use of Deception to Undermine Human 
Oversight and Control 
 

Failing to align AI systems can lead to various types of misalignment, instances where AI 
systems strategically try to take actions against the intent of the developers.25 One of the 
most concerning ways misalignment can lead to a loss of human control over AI systems 
is through deception, where AI systems strategically mislead humans to achieve a goal, 
despite having access to the correct information.26 

 

Deception arises for various reasons, including as a learned strategy to avoid human 
interference while trying to achieve misaligned goals. It can also arise through imitation 
of deceptive behaviour present in human training data.27; 28; 29 

 

Some kinds of deception observed in AI systems pose a severe threat to human oversight 
and control. When pursuing long-term misaligned goals, such as self-preservation or 
resource acquisition,30 AI systems may recognize that these goals diverge from human 
intentions. In such cases, they may strategically employ deception to conceal their true 
objectives and capabilities, thereby evading human oversight and covertly advancing their 
misaligned goals. As AI systems reach and surpass human-level intelligence, and as 
humans increasingly depend on them for AI R&D and other real-world tasks—including 
serving as part of the oversight mechanisms for other AI systems—there is a growing risk 
that deceptively misaligned systems pursuing long-term goals may remain undetected by 
evaluation and monitoring methods. As a result, such systems could be successfully 
deployed into the real world and entrusted with access to powerful tools and 
computational resources. 

 

Recent empirical evidence and real-world observations suggest a growing capability and 
tendency amongst AI systems to deceive human operators:  
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AI systems tell people what they want to hear, even if it is dangerous and false. 
Current AI systems have the ability and tendency to be sycophantic: matching their 
answers to user beliefs regardless of the truth.31 After a recent update to an AI system 
that interacts with millions of users weekly, the system became overly flattering and 
agreeable. This issue went undetected by the developer’s review process and the system 
had to be taken off the market after many problematic interactions happened.32 For 
example, if a user suggested that they were a target of a broad conspiracy and were 
considering violent action against society, it encouraged them to do so, validating their 
concerns and proposing strategies.33 

 

AI systems pretend to be safer during evaluations. This is called sandbagging: some 
AI systems strategically underperform when they conclude they are being tested for 
dangerous capabilities, to appear safer and less capable than they truly are.34; 35 Some 
AI systems are observed to do so strategically without explicit instruction if they infer that 
high performance could block deployment and threaten their long-term goals.36 Such 
behaviour is found to increase as models are given more computation and become better 
at reasoning, and is enhanced by access to a memory module, all of which are features 
being rolled out in present-day AI systems.37 

 

AI systems fake alignment to protect their earlier goals. Without being instructed, AI 
systems have selectively complied with training objectives to avoid having their (possibly 
misaligned) goals altered, with the explicit plan to pursue the initial goal after training. 38; 

39 Consequently, developers may mistakenly conclude the AI system is aligned and 
deploy it, only for the system to pursue its original, misaligned goals once real-world 
access is granted. 

 

AI systems exploit loopholes to achieve high rewards and learn to hide their intent 
when penalized. During an actual training process, an AI developer found cases where 
models “hacked” rewards in unintended ways—such as manipulating the software used 
to check their work instead of solving the assigned task—while explicitly reasoning, “Let’s 
hack.” 40  Penalizing models for producing undesirable reasoning did not eliminate 
cheating behaviour; instead, it taught models to conceal their intent in reasoning, making 
cheating more difficult to detect. 
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More generally, AI systems can covertly pursue misaligned goals, hiding their true 
capabilities and objectives from human operators. Aside from faking alignment and 
sandbagging, AI systems used strategies such as deactivating oversight, falsifying data, 
and inferring whether they are being monitored and switching to pursuing their actual 
goals when unmonitored.41; 42; 43 

 

AI systems can learn to hide their reasoning in a hard-to-detect way. They can 
steganographically encode it in their chain-of-thought—embedding information in ways 
that are hard for external monitors to detect.44 While AI systems aren’t yet capable of 
advanced steganographic techniques to hide their interactions with other AIs, this ability 
appears to improve as model size increases, suggesting it may continue to increase.45 
Current methods for mitigating steganography often fail against AI systems that can learn 
to improve their ability to communicate steganographically with each other.46 
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Mitigations for Misalignment and Deception 
 

One direct method of ensuring that misalignment and deception do not lead to loss of 
control risks, is to make significant progress in addressing the alignment of AI 
systems. This is an open problem and an active area of research, with promising new 
ideas like safety pre-training47  and guaranteed safe AI.48  Transparency around how 
developers shape model behaviour could foster public discussion and incorporate user 
feedback to continuously improve the alignment of AI systems.49 

 

However, as the above sections illustrate, successful alignment of AI systems is not 
guaranteed. Research should also focus on ensuring human control of systems in a world 
where AI systems may be misaligned. This section includes a list of active research 
directions.  

 

Beyond investing in methods to train aligned systems, researchers are also exploring how 
to correct misaligned systems. One approach is machine unlearning, teaching AIs to 
forget certain knowledge, such as awareness of their own situation, to reduce dangerous 
behaviour.50 Another approach is representation engineering, editing the AI’s internal 
understanding of key values like honesty to improve its behaviour. 51; 52; 53 

 

Researchers also focus on catching deception and misalignment during testing. Some 
of these methods rely on observing behaviour—for example, running deception capability 
evaluations 54 ; 55  or “honeypot” evaluations to trick AI systems to reveal misaligned 
goals.56 

 

Other methods look inside the AI’s reasoning. Many systems now use “chain-of-thought” 
reasoning, where the AI shows its step-by-step thinking before giving a final answer. This 
can give helpful clues about the system’s intentions. However, research shows these 
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reasoning processes can be misleading or deliberately hide harmful plans, so they cannot 
be our only line of defence.57; 58; 59 Tools analysing the AI’s internal neural representations, 
such as linear probes,60 or mechanistic interpretability tools,61  may be harder for AI 
systems to manipulate. But these tools are still in early stages and often provide only a 
partial picture.62 

 

Finally, accelerating research and implementation of effective control safeguards 
during deployment can help reduce the risk posed by misaligned AI systems. These 
safeguards include monitoring AI systems’ reasoning process, restricting access to tools 
and information, strengthening cybersecurity, and using AI systems to monitor and 
override other AI systems attempting to undermine safeguards.63; 64 Researchers may 
use control evaluations to test whether these safety measures can reliably prevent 
misaligned models from taking dangerous actions.65 

 

As evaluation and monitoring tasks become more complex, researchers are increasingly 
using AI systems to help oversee other AI systems. This has led to a push for developing 
trustworthy, low-risk AI tools that can act as guardrails against more powerful, less reliable 
ones.66 

 

However, no combination of methods available today can provide high certainty against 
misalignment and deception nor against loss of control over future AI systems. To seize 
AI’s unprecedented opportunities and avoid catastrophic harm, companies, governments, 
and societies need to develop greatly improved safeguards and ensure that they are 
deployed in time. 
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